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Psy 524 Lab 4
Canonical Correlation

1. Input the data from page 572, Table 12.1 into SPSS (ignoring the ID column) and save it as samplecancorr.sav.

a. Compute the correlation among the variables and save the correlation matrix as a .sav file.  To do so use the following syntax:

CORRELATIONS

  /VARIABLES=ts tc bs bc

  /matrix out ('c:\temp\samplecorr.sav’).

Make sure you change the file to match your computer’s directories

b. Open up the samplecorr.sav data set you just made.  Note the way that it is set up, this is how you input a correlation matrix into SPSS directly.  Copy and paste the correlations only from the file into this file.



1.0000000
-.1610515
.7580484
-.3408132

-.1610515
1.0000000
.1096439
.8569982

.7580484
.1096439
1.0000000
.0510686

-.3408132
.8569982
.0510686
1.0000000
2. Open samplecancorr.sav again run the following syntax:

COMMENT This set of matrices derives the canonical coefficients for the DVs and the IVs

matrix.

compute xx={1, -.161; -.161, 1}.

print xx.

compute yy={1,
.051; .051, 1}.

print yy.

compute yx={.758, .110; -.341, .857}.

print yx.

compute xy={.758, -.341; .110, .857}.

print xy.

compute r=(inv(yy))*yx*(inv(xx))*xy.

print r.

print sval(r).

compute cc=sqrt(sval(r)).

print cc.

COMMENT the sqrt below is a special matrix sqrt that spss doesn't have a function for so here it is from Matlab.

compute msqrtyy={.9997, .0255; .0255, .9997}.

compute imsqrtyy=inv(msqrtyy).

compute timsqrty=t(imsqrtyy).

print timsqrty.

COMMENT the bhaty value below is a special normalized eigenvector matrix of the DVs.

compute bhaty={-.45, .89; .89, .47}.

compute bsuby=timsqrty*bhaty.

print bsuby.

end matrix.

Refer to pages 572 – 588 in the book and annotate the above syntax, telling me what is happening in each matrix computation and also annotate the output identifying each of the matrices.
Run MATRIX procedure:

XX

   1.000000000   -.161000000

   -.161000000   1.000000000

YY

   1.000000000    .051000000

    .051000000   1.000000000

YX

   .7580000000   .1100000000

  -.3410000000   .8570000000

XY

   .7580000000  -.3410000000

   .1100000000   .8570000000

R

   .6349276469  -.1073018881

  -.0997891322   .7822365869

SVAL(R)

   .8356615570

   .5815225902

CC

   .9141452603

   .7625762848

TIMSQRTY

   1.000951349   -.025531919

   -.025531919   1.000951349

BSUBY

  -.4731515151   .8788466990

   .9023360645   .4477237263

------ END MATRIX -----

3. On your own now 

a. Write syntax that will solve for Bx (hint: you can copy and paste some of the pieces you need from the above syntax).
matrix.

compute xx={1, -.161; -.161, 1}.

print xx.

compute xy={.758, -.341; .110, .857}.

print xy.

compute squarecc={.91,.76;.91,.76}.

COMMENT the sqrt below is a special matrix sqrt that spss doesn't have a function for so here it is from Matlab.

compute msqrtyy={.9997, .0255; .0255, .9997}.

compute imsqrtyy=inv(msqrtyy).

compute timsqrty=t(imsqrtyy).

COMMENT the bhaty value below is a special normalized eigenvector matrix of the DVs.

compute bhaty={-.45, .89; .89, .47}.

compute bsuby=timsqrty*bhaty.

compute bstary=bsuby/squarecc.

print bstary.

compute bsubx=(inv(xx))*xy*bstary.

print bsubx.

end matrix.
Run MATRIX procedure:

XX

   1.000000000   -.161000000

   -.161000000   1.000000000

XY

   .7580000000  -.3410000000

   .1100000000   .8570000000

BSTARY

   -.519946720   1.156377236

    .991578093    .589110166

BSUBX

  -.6207309974   .7980979696

   .6926505958   .7605626814

b. Make four new variables that are standardized forms of the original four.  Go to Analyze -> Descriptive Statistics -> Descriptives move everything over and click on the button in the bottom left corner.  Hit OK.
c. Using compute calculate the canonical variate scores for each subject (note: the book has the two standardized matrices reversed so your answers will not match).

It turns that the answers do match even though they had the matrices reversed.

In compute type cs1x= (zts * -.62) + (ztc * .69) -> OK

In compute type cs2x= (zts * .80) + (ztc * .76) -> OK

In compute type cs1y= (zbs * -.47) + (zbc * .90) -> OK
In compute type cs2y= (zbs * .88) + (zbc * .45) -> OK
d. Write syntax to estimate Ax and Ay.

matrix.

compute xx={1, -.161; -.161, 1}.

compute yy={1,
.051; .051, 1}.

compute bsubx={-.62,.80;.69,.76}.

compute bsuby= {-.47,.88;.90,.45}.

compute asubx=xx*bsubx.

print asubx.

compute asuby=yy*bsuby.

print asuby.

end matrix.
Run MATRIX procedure:

ASUBX

  -.7310900000   .6776400000

   .7898200000   .6312000000

ASUBY

  -.4241000000   .9029500000

   .8760300000   .4948800000

e. Using Microsoft Visio make a diagram that represents the two canonical variate pairs, including loadings and canonical correlations (refer to page 188).  Remember that your values will be a little different due to rounding error.
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4. Perform canonical correlation analysis on the same data (12.1) and tell me if your answers match those given by the syntax above. 
INCLUDE 'c:\Program Files\SPSS11\Canonical correlation.sps'.

CANCORR set1 = ts, tc/


     
     set2 = bs, bc/.

Matrix

Run MATRIX procedure:

Correlations for Set-1

        TS      TC

TS  1.0000  -.1611

TC  -.1611  1.0000

Correlations for Set-2

        BS      BC

BS  1.0000   .0511

BC   .0511  1.0000

Correlations Between Set-1 and Set-2

        BS      BC

TS   .7580  -.3408

TC   .1096   .8570

Canonical Correlations

1       .914

2       .762

Test that remaining correlations are zero:

      Wilk's   Chi-SQ       DF     Sig.

1       .069   12.045    4.000     .017

2       .419    3.918    1.000     .048



Standardized Canonical Coefficients for Set-1

          1        2

TS    -.625     .797

TC     .686     .746

Raw Canonical Coefficients for Set-1

          1        2

TS    -.230     .293

TC     .249     .270

Standardized Canonical Coefficients for Set-2

          1        2

BS    -.482     .878

BC     .901     .437

Raw Canonical Coefficients for Set-2

          1        2

BS    -.170     .309

BC     .372     .180

Canonical Loadings for Set-1

          1        2

TS    -.736     .677

TC     .787     .617

Cross Loadings for Set-1

          1        2

TS    -.673     .516

TC     .719     .471

Canonical Loadings for Set-2

          1        2

BS    -.436     .900

BC     .876     .482

Cross Loadings for Set-2

          1        2

BS    -.399     .686

BC     .801     .367

            Redundancy Analysis:

Proportion of Variance of Set-1 Explained by Its Own Can. Var.

               Prop Var

CV1-1              .580

CV1-2              .420

Proportion of Variance of Set-1 Explained by Opposite Can.Var.

               Prop Var

CV2-1              .485

CV2-2              .244

Proportion of Variance of Set-2 Explained by Its Own Can. Var.

               Prop Var

CV2-1              .479

CV2-2              .521

Proportion of Variance of Set-2 Explained by Opposite Can. Var.

               Prop Var

CV1-1              .400

CV1-2              .303

------ END MATRIX -----

5. Perform a canonical correlation of the “CANON.sav” data.  There is no SPSS analysis of it so let’s make one.  Open up the data and follow all of the screening steps they take and perform them on your own data.  To run canonical correlation use the following syntax:

MANOVA x1 x2... WITH y1 y2... 

/DISCRIM ALL ALPHA(1) 

/PRINT SIG(EIG DIM).

Replace x1 x2… and y1 y2… with the variables they use in the example.
Following the book you need to first delete the cases with missing values.  If you run Analyze -> Descriptive Statistics -> Descriptives and put everything in except subno, you’ll see that control has one missing value and attitudes towards marriage has 5.  So, go to Data -> select cases -> Select If -> If; and put in control > 1, change it to deleted. 
The transformations can be done using this syntax:
COMPUTE ltimedrs = lg10(timedrs + 1) .

EXECUTE .

COMPUTE lattmar = lg10(attmar) .

EXECUTE .

COMPUTE ldruguse = lg10(druguse + 1) .

EXECUTE .

COMPUTE lphyheal = lg10(phyheal) .

EXECUTE .
So this so do it in terms of screening.  

The syntax for the canonical correlation should look like:
MANOVA attrole control lattmar esteem WITH menheal lphyheal ltimedrs attdrug ldruguse 

/DISCRIM ALL ALPHA(1) 

/PRINT SIG(EIG DIM).

An interesting note, whichever set is put first in the above syntax is the dependent set and the second set is the covariates set.
MANOVA output
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

The default error term in MANOVA has been changed from WITHIN CELLS to

WITHIN+RESIDUAL.  Note that these are the same for all full factorial

designs.

* * * * * * A n a l y s i s   o f   V a r i a n c e * * * * * *

       459 cases accepted.

         0 cases rejected because of out-of-range factor values.

         0 cases rejected because of missing data.

         1 non-empty cell.

         1 design will be processed.

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

* * * * * * A n a l y s i s   o f   V a r i a n c e -- design   1 * * * 

 EFFECT .. WITHIN CELLS Regression

 Multivariate Tests of Significance (S = 4, M = 0, N = 224 )

 Test Name         Value  Approx. F Hypoth. DF   Error DF  Sig. of F

 Pillais          .22466    5.39145      20.00    1812.00       .000

 Hotellings       .25439    5.70473      20.00    1794.00       .000

 Wilks            .78754    5.57558      20.00    1493.43       .000

 Roys             .14358

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Eigenvalues and Canonical Correlations

 Root No.    Eigenvalue
        Pct.   Cum. Pct.  Canon Cor.     Sq. Cor

        1          .168      65.905      65.905        .379
        .144

        2          .078      30.513      96.418        .268        .072

        3          .008       3.120      99.537        .089        .008

        4          .001        .463     100.000        .034        .001

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Dimension Reduction Analysis

 Roots        Wilks L.          F Hypoth. DF   Error DF  Sig. of F

 1 TO 4         .78754    5.57558      20.00    1493.43       .000

 2 TO 4         .91958    3.20216      12.00    1193.53       .000

 3 TO 4         .99096     .68567       6.00     904.00       .661

 4 TO 4         .99882     .26659       2.00     453.00       .766

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 EFFECT .. WITHIN CELLS Regression (Cont.)

 Univariate F-tests with (5,453) D. F.

 Variable    Sq. Mul. R  Adj. R-sq.  Hypoth. MS    Error MS           F

 ATTROLE         .04831      .03780   201.68694    43.85854     4.59858

 CONTROL         .09037      .08033    13.37830     1.48630     9.00105

 LATTMAR         .08547      .07538      .18587      .02195     8.46770

 ESTEEM          .07782      .06764   111.11033    14.53218     7.64581

 Variable     Sig. of F

 ATTROLE           .000

 CONTROL           .000

 LATTMAR           .000

 ESTEEM            .000

* * * * * * A n a l y s i s   o f   V a r i a n c e -- design   1 * * * 
 Raw canonical coefficients for DEPENDENT variables

           Function No.

 Variable            1          2          3          4

 ATTROLE          .013      -.092       .118      -.030

 CONTROL         -.465      -.021      -.087      -.700

 LATTMAR        -3.402      2.916      4.756      2.413

 ESTEEM          -.062      -.155      -.159       .173

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Standardized canonical coefficients for DEPENDENT variables

           Function No.

 Variable            1          2          3          4

 ATTROLE          .087      -.621       .799      -.205

 CONTROL         -.591      -.027      -.110      -.889

 LATTMAR         -.524       .449       .733       .372

 ESTEEM          -.245      -.613      -.628       .682

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Correlations between DEPENDENT and canonical variables

           Function No.

 Variable            1          2          3          4

 ATTROLE          .094      -.783       .605      -.113

 CONTROL         -.784      -.148      -.177      -.577

 LATTMAR         -.730       .317       .434       .422

 ESTEEM          -.596      -.601      -.286       .450

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Variance in dependent variables explained by canonical variables

 CAN. VAR.  Pct Var DE Cum Pct DE Pct Var CO Cum Pct CO

        1       37.773
     37.773      5.424      5.424

        2       27.392     65.165
      1.973      7.397

        3       16.678     81.843       .131      7.528

        4       18.157    100.000       .021      7.549

* * * * * * A n a l y s i s   o f   V a r i a n c e -- design   1 * * * 
 Raw canonical coefficients for COVARIATES

           Function No.

 COVARIATE           1          2          3          4

 MENHEAL         -.256      -.009       .037      -.092

 LPHYHEAL        -.208     -2.159     -2.145      5.740

 LTIMEDRS         .643       .925     -2.051     -1.874

 ATTDRUG         -.040      -.673      -.039      -.388

 LDRUGUSE         .122      1.693      1.049       .102

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Standardized canonical coefficients for COVARIATES

           CAN. VAR.

 COVARIATE           1          2          3          4

 MENHEAL        -1.063      -.036       .153      -.380

 LPHYHEAL        -.043      -.446      -.443      1.187

 LTIMEDRS         .268       .386      -.855      -.781

 ATTDRUG         -.046      -.777      -.045      -.448

 LDRUGUSE         .060       .827       .512       .050

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Correlations between COVARIATES and canonical variables

           CAN. VAR.

 Covariate           1          2          3          4

 MENHEAL         -.968       .143      -.189      -.066

 LPHYHEAL        -.408       .048      -.640       .505

 LTIMEDRS        -.123       .359      -.860      -.249

 ATTDRUG         -.077      -.559      -.033      -.405

 LDRUGUSE        -.276       .548       .016       .005

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Variance in covariates explained by canonical variables

 CAN. VAR.  Pct Var DE Cum Pct DE Pct Var CO Cum Pct CO

        1        3.447      3.447     24.008     24.008

        2        1.102      4.549     15.294     39.303

        3         .187      4.736     23.719     63.022

        4         .011      4.747      9.702     72.724

* * * * * * A n a l y s i s   o f   V a r i a n c e -- design   1 * * * 

 Regression analysis for WITHIN CELLS error term

 --- Individual Univariate .9500 confidence intervals

 Dependent variable .. ATTROLE           Attitudes toward role of women

 COVARIATE            B        Beta   Std. Err.     t-Value   Sig. of t

 MENHEAL        -.03351     -.02058        .089       -.377        .707

 LPHYHEAL       2.08595      .06388       2.060       1.013        .312

 LTIMEDRS      -1.85223     -.11434        .934      -1.982        .048

 ATTDRUG         .94164      .16100        .279       3.369        .001

 LDRUGUSE      -1.99580     -.14446        .762      -2.620        .009

 COVARIATE   Lower -95%  CL- Upper

 MENHEAL          -.208        .141

 LPHYHEAL        -1.962       6.134

 LTIMEDRS        -3.689       -.016

 ATTDRUG           .392       1.491

 LDRUGUSE        -3.493       -.499

Dependent variable .. CONTROL           Locus of control

COVARIATE            B        Beta   Std. Err.     t-Value   Sig. of t

 MENHEAL         .09877      .32206        .016       6.032        .000

 LPHYHEAL        .08600      .01399        .379        .227        .821

 LTIMEDRS       -.20137     -.06602        .172      -1.171        .242

 ATTDRUG         .05948      .05401        .051       1.156        .248

 LDRUGUSE       -.15499     -.05958        .140      -1.105        .270

COVARIATE   Lower -95%  CL- Upper

 MENHEAL           .067        .131

 LPHYHEAL         -.659        .831

 LTIMEDRS         -.539        .137

 ATTDRUG          -.042        .161

 LDRUGUSE         -.431        .121

Dependent variable .. LATTMAR

 COVARIATE            B        Beta   Std. Err.     t-Value   Sig. of t

 MENHEAL         .01083      .29140        .002       5.443        .000

 LPHYHEAL       -.01932     -.02593        .046       -.419        .675

 LTIMEDRS       -.03165     -.08562        .021      -1.514        .131

 ATTDRUG        -.00822     -.06160        .006      -1.315        .189

 LDRUGUSE        .02342      .07428        .017       1.374        .170

 COVARIATE   Lower -95%  CL- Upper

 MENHEAL           .007        .015

 LPHYHEAL         -.110        .071

 LTIMEDRS         -.073        .009

 ATTDRUG          -.021        .004

 LDRUGUSE         -.010        .057

 Dependent variable .. ESTEEM            Self esteem

 COVARIATE            B        Beta   Std. Err.     t-Value   Sig. of t

 MENHEAL         .22466      .23589        .051       4.388        .000

 LPHYHEAL       2.12417      .11124       1.186       1.791        .074

 LTIMEDRS      -1.07052     -.11301        .538      -1.990        .047

 ATTDRUG         .44408      .12984        .161       2.760        .006

 LDRUGUSE      -1.28509     -.15906        .438      -2.931        .004

 COVARIATE   Lower -95%  CL- Upper

 MENHEAL           .124        .325

 LPHYHEAL         -.206       4.454

 LTIMEDRS        -2.128       -.013

 ATTDRUG           .128        .760

 LDRUGUSE        -2.147       -.423

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

* * * * * * A n a l y s i s   o f   V a r i a n c e -- design   1 * * * 

 EFFECT .. CONSTANT

 Multivariate Tests of Significance (S = 1, M = 1 , N = 224 )

 Test Name         Value    Exact F Hypoth. DF   Error DF  Sig. of F

 Pillais          .70505  268.92641       4.00     450.00       .000

 Hotellings      2.39046  268.92641       4.00     450.00       .000

 Wilks            .29495  268.92641       4.00     450.00       .000

 Roys             .70505

 Note.. F statistics are exact.

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Eigenvalues and Canonical Correlations

 Root No.    Eigenvalue        Pct.   Cum. Pct.  Canon Cor.

        1         2.390     100.000     100.000        .840

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 EFFECT .. CONSTANT (Cont.)

 Univariate F-tests with (1,453) D. F.

 Variable   Hypoth. SS   Error SS Hypoth. MS   Error MS          F  Sig. of F

 ATTROLE    7598.01124 19867.9182 7598.01124   43.85854  173.23904       .000

 CONTROL     299.57759  673.29585  299.57759    1.48630  201.55872       .000

 LATTMAR      15.65049    9.94335   15.65049     .02195  713.00656       .000

 ESTEEM     1124.65601 6583.07580 1124.65601   14.53218   77.39075       .000

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 EFFECT .. CONSTANT (Cont.)

 Raw discriminant function coefficients

           Function No.

 Variable            1

 ATTROLE         -.075

 CONTROL         -.297

 LATTMAR        -5.743

 ESTEEM           .045

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

* * * * * * A n a l y s i s   o f   V a r i a n c e -- design   1 * * * 

 EFFECT .. CONSTANT (Cont.)

 Standardized discriminant function coefficients

           Function No.

 Variable            1

 ATTROLE         -.498

 CONTROL         -.362

 LATTMAR         -.851

 ESTEEM           .172

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Estimates of effects for canonical variables

           Canonical Variable

  Parameter          1

        1      -11.219

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

 Correlations between DEPENDENT and canonical variables

           Canonical Variable

 Variable            1

 ATTROLE         -.400

 CONTROL         -.431

 LATTMAR         -.811

 ESTEEM          -.267

 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
6. Perform a canonical correlation with the canonical correlation.sps function using the “social2.sav” data (refer to page 584 for syntax – note: you need to include all of the directories to get to the ‘Canonical correlation.sps’, e.g. ‘C:\Program Files\SPSS15\Canonical correlation.sps’).  Set 1 is ethnicity items (srchcomp, eicomp, subcomp) and Set 2 is outgroup items (oocomp and supcomp).  Do all appropriate screening before the analysis (hint: if you’ve transformed a variable before then include the transformed version and not the original).  Write a results section describing what you’ve found (see the book and the class website for examples).
I’ll grade these individually because you may approach it differently.
�Rxx matrix


�Ryy matrix


�Ryx matrix


�Rxy matrix


�Canonical correlations matrix R


�This gives you the eigenvalues


�The square root of the eigenvalues gives you the canonical correlates


�Matrix sqrt of Ryy


�Inverse of the above matrix


�The transpose of the last matrix


�Computes By matrix


�Rxx


�Ryy


�Ryx


�Rxy


�Matrix needed to compute canonical correlation


�Singular value decomposition of the R matrix (same as eigenvalue of R)


�The two canonical correlations


�Transpose of the inverse of the matrix square root of the Ryy matrix


�This is the By matrix of canonical coefficients


�Rxx matrix again


�Rxy


�The canonical correlations in two columns.


�By divided by the canonical correlations.


�Computing the Bx matrix.


�Computing Ax


�Computing Ay


�This is the test for whether the first canonical correlate is sig. different than zero.  It is significantly different than zero.


�This is the test for whether the second canonical correlate is significant.  The second correlate is also different than zero.


�These are the standardized canonical coefficients for the Xs that we calculated and are used to compute the loadings.


�These are the standardized canonical coefficients for the Ys that we calculated and are used to compute the loadings.


�These are the correlations between the X variables and the X canonical correlate


�These are the correlations between the X variables and the Y canonical correlate


�These are the correlations between the Y variables and the Y canonical correlate


�These are the correlations between the Y variables and the X canonical correlate


�These are pretty self explanatory


�Canonical correlate 1 for the Xs explains 58% of the variance in the X variables.


�Canonical correlate 1 for the Ys explains 49% of the variance in the X variables.


�Canonical correlate 1 for the Yexplains 48% of the variance in the Y variables.


�Canonical correlate 1 for the Xs explains 58% of the variance in the Y variables.


�These are multivariate tests that we will get to later, so you can ignore this for now.  Just see that they are significant which means there is some multivariate relationship.


�These are the eigenvalues


�The squareroot of the eigenvalues.  Rounding error results in the answer in the two columns to be a little different.


These other columns are not important.


�Tests that each canonical correlation is different than zero.  The first two are significant and therefore interpretable and 3 and 4 are not.


�Not sure what this is doing.  It is obviously a regresson analysis with the first set, with each variable as a predictor, but I’m not entirely sure what it is predicting, I’ll look it up. 


�Standardized coefficients for the first set.


�This is the loading matrix for the first set.


�This is the within redundancy analysis.  


�37% of the variance in the variables of the first set is explained by the first canonical correlation


�This column gives you the percent plus the percent in the previous entries.


�Standardized coefficients for the second set.


�Loading matrix for second set.


�Within redundancy analysis for the second set of variables


�Now this makes sense.  This is separate regression analysis predicting each of the variables in the dependent set separately using all of the variables in the covariate set as predictors.


�Predicting ATTROLE


�DV CONTROL


�DV LATTMAR


�DV self esteem


�Ignore this whole section to the end
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